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In the horizontal federated learning setting, multiple clients jointly train a model under the
coordination of the central server, while the training data is kept on the client to ensure
privacy. Normally, inconsistent distribution of data across different devices in a horizontal
federated network and limited communication bandwidth between end devices impose
both statistical heterogeneity and expensive communication as major challenges for feder-
ated learning. This paper proposes an algorithm to achieve more fairness and accuracy in
horizontal federated learning (FedFa). It introduces an optimization scheme that employs a
double momentum gradient, thereby accelerating the convergence rate of the model. An
appropriate weight selection algorithm that combines the information quantity of training
accuracy and training frequency to measure the weights is proposed. This process assists
clients in aggregating at the server with a more fair weighting. Our results show that the
proposed FedFa algorithm outperforms the baseline algorithm in terms of accuracy and
fairness.

� 2021 Elsevier Inc. All rights reserved.
1. Introduction

The centralized machine learning approach leads to serious practical problems, such as high communication costs, large
consumption of device batteries, and the risk of violating the privacy and security of user data. At the same time, there is a
worldwide trend toward tighter management of user data privacy and security, which is reflected in the recent introduction
of the General Data Protection Regulation (GDPR) in the European Union [15].

The establishment of data security regulations will clearly contribute to a more civilized society, but will also pose new
challenges to the data handling procedures commonly used in AI. In this new legislative environment, it is becoming increas-
ingly difficult to collect and share data between different organizations. In addition, the sensitive nature of certain data (e.g.,
financial transactions and medical records) prohibits the collection, fusion, and use of data, and forces data to exist in iso-
lated data silos maintained by data owners [35]. As a result, a way has been sought to train machine learning models without
having to centralize all data into a central storage point.
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The concept of federated learning was first introduced by McMahan et al. [24] in 2016. Federated learning has received a
lot of attention for its ability to train large-scale models in a decentralized manner without direct access to user data. It helps
protect users’ private data from centralized collection. In contrast to distributed machine learning, federated learning aims to
process Non-IID and unbalanced data from a variety of real-world applications (e.g., apps in smartphones [24], travel mode
identification from Non-IID GPS trajectories [42]).

According to the characteristics of federated data, federated learning can be classified into three categories [36]: Horizon-
tal Federated Learning (HFL), Vertical Federated Learning (VFL), and Federated Transfer Learning (FTL). The essence of HFL is
the federation of samples, applying to the scenario when there are many overlapping features and few overlapping users. The
nature of VFL is the union of features, which applies to the scenario when there are many overlapping users and few over-
lapping features. FTL can be considered when there is little feature and sample overlap among participants and is mainly
applicable to scenarios where a deep neural network is the base model. Horizontal federated networks consist of a large
number of devices, so communication speeds in the network are many orders of magnitude slower than local computing
speeds. Devices often generate and collect data in a way that is not identically distributed across the network, and the
amount of data across devices can vary greatly. This data generation violates the assumption of independent identical dis-
tributions commonly used in distributed optimization and increases the complexity of modeling, analysis, and evaluation.

Compared with other machine learning paradiagms, HFL is subject to the following challenges [24]:

(1) Non-Independent Identical Distribution (Non-IID): The distribution of data in each device is not representative of the
global data distribution, i.e., the categories in each device are incomplete. For example, there are 100 categories of
images in the full set, and in one device are landscape images, while in another device are people or plant images.
The former is one distribution and the latter is another. That is the Non-IID in federated learning. Conversely, if there
are 100 categories of pictures in a certain device, and the other devices also have these 100 categories of pictures, then
they are identically distributed. In real daily life, data samples distributed across different platforms are not indepen-
dently and homogeneously distributed. When dealing with Non-IID data, the training complexity of the federated
learning model may be greatly increased.

(2) Unbalanced: The data amount on the clients may be different, because some clients produce a lot of data for model
learning and some clients produce less. For example, a device has one hundred pictures in the landscape category and
ten pictures in the animal category, while a device has ten thousand pictures in the landscape category and one thou-
sand pictures in the animal category. The difference in the number of samples per device or in the number of samples
per category is generally described as unbalanced. Unbalanced data also creates the problem of heterogeneity, which
leads to an increase in the training complexity of the federated learning model.

(3) Massively distributed: The size of the clients participating in federated learning is much larger than the average num-
ber of examples per client. The clients for distributed learning are the compute nodes in a single cluster or data center,
which are typically 1�1000 clients. Cross-silo federated learning is commonly 2�100 clients. While cross-device fed-
erated learning uses massive parallelism and can reach 1010 clients.

(4) Limited communication: Clients that participate in model learning are frequently offline or on slow or expensive con-
nections. Participating in federated learning may be mobile devices such as cell phones and tablets, which may be dis-
connected from the central server at any time due to the habits of users and the unstable network environment where
they are located. Moreover, the devices in federated learning may be distributed in different geographical locations,
and they are generally connected to the central server remotely, and the communication cost is higher due to the net-
work bandwidth of different devices. Therefore, with a large number of clients participating in federated learning,
communication bandwidth is increasingly becoming a bottleneck.

Generally the entire federated learning network contains a large number of devices and the raw data is stored locally on
the remote devices, the devices must constantly interact with the central server to complete the construction of the global
model, and the network communication speed is many orders of magnitude slower than centralized computing, which
results in high communication cost. Therefore, this challenge of massively distributed is mainly addressed in the challenge
of limited communication. In addition, devices usually generate and collect data in different distributions over the network,
and the amount of data, features, etc. may vary greatly across devices, so that the data in the federated learning network is
Non-IID. Currently, many algorithms are built based on the premise of IID data. And the characteristics of Non-IID data bring
great challenges to modeling, analysis and evaluation. Therefore, we focus on the study of communication overhead and sta-
tistical heterogeneity.

In this work, we propose FedFa, a horizontal federated optimization algorithm with a double momentum gradient
method, and an appropriate weighting strategy based on the information of the frequency of participation or learning accu-
racy. In particular, the contributions of our work are listed as follows:

� We introduce momentum gradient descent in both client and server to help the gradient converge faster. It can reduce the
number of communication rounds for federated learning, which is beneficial for the limited communication of federated
learning.
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� We use the information quantity about the accuracy and frequency of participation in the training to assign appropriate
weight to the client during server aggregation.

� We conduct the experiments on one synthetic and four real datasets to evaluate the performance of the proposed FedFa.
As a result, our proposed method has faster convergence and stability in comparison to traditional federated learning.

The remainder of the paper is organized as follows. In Section 2, we provide a related work on federated learning. The
detail of the proposed algorithm, FedFa, especially the double momentum gradient method, and appropriate weighting
strategies are described in Section 3. In Section 4, we provide a thorough empirical evaluation of FedFa on a suite of synthetic
and real-world federated datasets. Finally, conclusions are drawn in Section 5.
2. Related Work

Federated learning faces some challenges including the joint optimization of heterogeneity and expensive communica-
tion. The Federated Average Method (FedAvg), as the fundamental framework under the HFL setup, has been improved
by numerous researchers [3,17,30].

Heterogeneity is a fundamental problem for federated learning. If heterogeneity is not addressed, the accuracy of the
model cannot be improved, making it impossible to put federated learning into practical use. Heterogeneity in federated
learning encompasses both systematic and statistical heterogeneity [25,10,6,26]. Zhao et al. [41] argued that the loss of accu-
racy of federated learning on Non-IID data can be explained by weight divergence, which improves the training of Non-IID
data by introducing EMD (earth move distance) distances and sharing a small portion of global data between clients. While
this approach does allow for the creation of more accurate models, it has several drawbacks, the most critical of which is that
we typically cannot assume the availability of such a public dataset. Li et al. [21] proposed a broader framework based on
FedAvg, FedProx, which is capable of handling federated data with statistical heterogeneity, while maintaining similar pri-
vacy and computational advantages. The framework does not depend on the particular solver used on each device and can
improve the robustness and stability of convergence in heterogeneous federated networks. However, the proximal term con-
straint is isotropic and is not personalized for solving client heterogeneity problems in federated learning. Li et al. [18] pro-
vided a benchmark, NIID-Bench, for the division strategy of Non-IID data, and also conducted a systematic comparison of
several algorithms. Huang et al. [11] put forward the federated learning method FedAMP that promotes cooperation of cli-
ents with similar data for the Non-IID setting and proposed a heuristic method HeurFedAMP to further improve the perfor-
mance on deep models. Li et al. [22] introduced a personalization method based on federated multitask learning, the Ditto
algorithm, which can simultaneously improve fairness and robustness in federated learning. Li et al. [20] presented the q-
Fair method, which enables the reweighting of the loss for different devices by introducing q parameterized weights, thus
reducing the variance of the accuracy distribution and achieving a more fair distribution of accuracy.

Communication between the server and edge devices is usually slow and expensive, becoming a bottleneck for federated
learning [38,4,37,39]. Therefore, there are many scholars working on communication-efficient federated learning methods.
Gao et al. [8] proposed a novel efficient communication distributed stochastic gradient algorithm to address the challenge of
large communication overhead in the effective training of large-scale models for federated learning. Li et al. [19] came up
with a practical one-shot federated learning algorithm FedKT, which can outperform other federated learning algorithms
by a single round of communication. Yapp et al. [40] presented a working prototype of a federated edge learning framework
for blockchain enablement and communication efficiency, which enhances the security and scalability of large-scale imple-
mentations of FEL. Wang et al. [31] proposed the federated matched average algorithm, FedMA, which utilizes probabilistic
matching and model size adaption for modern CNNs and LSTMs architectures and can improve communication efficiency.
Karimireddy et al. [14] developed an algorithm called SCAFFOLD that adds an additional parameter control variate to correct
the client-drift that occurs in FedAvg, thus speeding up the convergence and reducing the number of communications. Wang
et al. [32] introduced a normalized averaging method, FedNova, which normalizes local updates before averaging and can
eliminate objective inconsistencies while maintaining fast error convergence. Liu et al. [23] proposed to perform momentum
federated learning with momentum gradient descent in the local update step to accelerate the convergence of FL. Xu et al.
[34] proposed federated averaging with client-level momentum, FedCM, which uses momentum terms that aggregate global
gradient information to modify local gradient updates. Huo et al. [12] investigated the model averaging step of the FedAvg
algorithm, and proposed a novel accelerated federated momentum algorithm, FedMom, to improve the convergence speed.
These momentum-based approaches mainly consider the momentum update rules from the client-side level. Our approach
considers the momentum update rules from both client-side and server-side levels.

There are also many other researches on federated learning, e.g., federated multi-task learning, federated meta-learning,
personalized federated learning and federated multi-center learning, etc. Shoham et al. [28] proposed the FedCur framework,
which combines the idea of multi-task learning to address how to learn a task in federated learning without interfering with
different tasks learned on the same model. Smith et al. [29] introduced the MOCHA framework that connects each task with
different parameters and learns the independence of each device by adding loss terms, while modeling task correlations
through multi-task learning using shared representations. MOCHA uses a primal pairwise formulation to solve optimization
problems, which is limited to convex objectives, and has limited ability to extend large-scale networks and is not suitable for
deep networks. Jiang et al. [13] argued that the FedAvg method proposed by McMahan [24] has many similarities with
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MAML [7] and can be interpreted in terms of meta-learning algorithms. Xie et al. [33] developed a novel multi-center aggre-
gation method to address the Non-IID challenges of federated learning, and presented the federated stochastic expectation
maximization (FeSEM) to solve the optimization problem of the proposed objective function. However, the influence of prior
values of multiple centers is significant, and the initialized values are uncertain for the optimization process.

The statistical heterogeneity of HFL leads to the possibility of preferences for certain clients in the training process, i.e.,
there may be unfairness. We leverage the accuracy and frequency of our clients’ involvement in the training process to select
the appropriate weights for each round of server aggregation. One of the best ways to reduce network overload is to quickly
and stably converge the target accuracy of the learning model in horizontal federated learning. Therefore, we introduce the
momentum gradient descent method for the client and server, respectively.

3. Fairness and accuracy in federated learning (FedFa)

In this section, we will introduce fairness and accuracy in horizontal federated learning (FedFa). It is presented in two
parts: the double momentum gradient approach and the appropriate weighting strategies. We begin with an introduction
to the basic concepts of federated learning. Fig. 1 illustrates a framework for HFL.

In FedAvg, the framework is composed of a central server PS and K clients. As shown in Fig. 1, the process of the entire
algorithm has the following steps for a T-round training loop: first, the server randomly selects a subset K � N of the total
devices. Then, the initialized parameter wt is sent to these devices, and each device updates the parameter using the local
dataset and sends it back to the server. Finally, the server aggregates and averages the parameters sent by these devices.

The pseudo code of FedAvg is provided in Algorithm 1.

Algorithm 1: Federated Averaging [24] (FedAvg)

Input parameters K , T, g, E, w0, N, pk, k ¼ 1; . . . ;N
Output well-trained w
for t ¼ 0; . . . ; T � 1 do
Server selects a subset St of K devices at random (each device k is chosen with probability pk)
Server sends wt to all chosen devices
Each device k 2 St updates wt for E epochs of SGD on Fk with step-size g to obtain wtþ1

k

Each device k 2 St sends wtþ1
k back to the server

Server aggregates the w’s as wtþ1 ¼ Rk2St
nk
n wtþ1

k

end for
Fig. 1. Framework of a federated learning.
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3.1. Double momentum gradient method

The ordinary gradient descent method is sufficient to solve conventional problems, such as linear regression. However,
when the problem becomes complex, the ordinary gradient descent method faces many limitations. Specifically, for the ordi-
nary gradient descent formula w ¼ w� gDw, where g denotes the learning rate and is the step size of the gradient adjust-
ment on each time step. The gradient will be smaller when close to the optimal value. Since the learning rate is fixed, the
ordinary gradient descent method will converge slower and sometimes even fall into a local optimum. If the historical gra-
dient is taken into account, it will lead the parameters to converge faster towards the optimal value. The basic idea behind
the momentum gradient descent method is to calculate the exponentially weighted average of the gradient and use that gra-
dient to update the weights. If the current gradient descends in the same direction as the last update, the last update can act
as a positive acceleration to the current search. Conversely, the last update can act as a deceleration to the current search.
Thus, the formula for updating the client’s parameters is as follows:
mc ¼ cmc þ gDwtþ1
k ; ð1Þ

wtþ1
k ¼ wt

k �mc; ð2Þ

where mc is the client momentum term. c denotes the influence of the historical gradient, and the larger c is, the greater the
influence of the historical gradient on the present. t represents the round of updates.

It is normal to use momentum gradient descent for the client’s model to accelerate convergence. When the server aggre-
gates the gradients of clients in each round, the historical gradients from the previous rounds of aggregation can also be con-
sidered. Based on the idea of momentum gradient, it will lead to faster convergence of the server aggregated parameters
towards the optimal value and reduce communication. However, there is ordinarily no data on the server side in horizontal
federated learning. Therefore, this paper takes the following formula of the server’s parameter updates during model
training:
wtþ1 ¼ Rk2Stweightk �wtþ1
k ; ð3Þ

Dw ¼ wtþ1 �wt; ð4Þ
ms ¼ cms þ gDw; ð5Þ
wtþ1 ¼ wt �ms; ð6Þ
where ms is the server momentum term, weightk is the weight of each client explained in subSection 3.2 and Dw is the
server-side global pseudo-gradient. We approximate this gradient on the server side by computing the difference between
the latest converged global model (t þ 1 round) and the previous global model (t round). Generally, in federated learning, the
data between clients is Non-IID and the selection of clients to participate in the training is random each round. Therefore, we
can wait for b rounds before using an approximate method of updating the momentum gradient on the server side (b can
take 3, 5, etc.). The purpose of this is to allow the server-side to better capture the impact of the historical gradient. Then,
the formula (6) will be changed in the following form:
wtþ1 ¼ wt �ms ðt þ 1 ¼ bn;n 2 N�Þ: ð7Þ

The value of t þ 1 is an integer multiple of b. It means that the server uses the formula (7) to update every b round. A proper
value of bwill make the global model consider the historical gradient more comprehensively, reduce oscillations, and ensure
efficiency and correct convergence.

3.2. Appropriate weighting strategies

Generally, the number of devices in a federated network is large, which ranges from hundreds to millions. While the gen-
eral goal of federated learning is to fit the model through some kind of empirical risk minimization objective to the data that
is generated by the network of devices. Simply minimizing the average loss in such a large network may overly favor model
performance on some devices. Although the average accuracy may be high, the accuracy of each device in the network may
not always be very well. The situation is made worse by the reality that datasets are usually heterogeneous between devices
in terms of size and distribution. Therefore, in this work, we design a weighting strategy to encourage a more fair distribution
of model performance across devices in the federated network.

In FedAvg, it commonly implements a weighted aggregation strategy for each local model based on the size of the training
data on the client. It is defined by
wtþ1 ¼ Rk2St
nk

n
wtþ1

k ; ð8Þ
where nk is the sample size of k-th client and n is the total number of training samples. Obviously, the larger the nk, the
greater the contribution of the local model on client k to the central model. Temporally weighted aggregation algorithm
was proposed by [4] to make federated learning more efficient in communication. It achieves faster convergence of learning
accuracy compared to traditional federated learning. But it only takes into account the latest round of learning for each user.
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Aiming to improve learning speed and stability, we propose an appropriate weighting strategy in federated learning.
When dealing with Non-IID data, the quality of the client’s data may be different and the corresponding training accuracy
may be also varied. In this case, the gradient of the local model should be processed differently in the aggregation step.
And since the selection of clients to participate in the training is random in each round, the number of times each client par-
ticipates in the training is also diverse. Therefore, we use the training accuracy Acci and the participation frequency f i as
weighting factors. At each training round, the client trains the model locally and sends the training accuracy and the number
of training participation along with the gradient to the server. The server then performs a weighted aggregation based on the
training accuracy and number of training participation of the clients. Since the amount of data for each client is constant, but
the adaptability of the model to the client’s data varies from round to round, and the number of times the client participates
in the training keeps changing. Therefore, we use the change factor as a measure of the weighted strategy to build a more fair
and accurate model in federated learning.

After the client sends information to the server in each round, the server normalizes the client’s Acci and f i as follows:
Acci ¼ Acci
Xk

i¼1

Acci

; ð9Þ

f i ¼
f iXk

i¼1

f i

: ð10Þ
A weighting approach that simply utilizes only the client’s data size does not ensure that federated learning is fair in the
training process. The amount of information available to the client will vary as a result of the training accuracy and the fre-
quency of participation.

We utilize the information quantity to measure weight. Due to the complexity of the local dataset, there can be significant
differences in training accuracy between clients. In general, the lower the training accuracy, the more information the client
has to learn. This is also intended to address the preference for certain clients in the federated learning process and to
achieve a more fair result.
Acci inf ¼
�log2Acci; Acci – 0;
�log2ðAcci þ cÞ; Acci ¼ 0;

��
ð11Þ
where c is a very small constant close to 0. It is to avoid the antilogarithm of logarithms being 0.
The more rounds a client participates in training, the more information it has. On the other hand, the less information it

has.
f i inf ¼
�log2ð1� f iÞ; 1� f i – 0;
�log2ð1� f i þ cÞ; 1� f i ¼ 0;

��
ð12Þ
where c has the same function as in Formula 11. Then, the information quantity for Acci inf and f i inf can be normalized as
follows:
Acci inf ¼ Acci inf
Xk

i¼1

Acci inf

;ð13Þ

f i inf ¼
f i infXk

i¼1

f i inf

:ð14Þ
We apply weights based on the frequency and training accuracy of learning to participate in the model aggregation process.
weighti ¼ aAcci inf þ bf i inf ; ð15Þ

where, a+b=1. The formula for model aggregation is proposed based on the client’s model accuracy and frequency of partic-
ipation in learning. a and b are the proportional effects of each method on the aggregated model. The pseudo code of FedFa is
provided in Algorithm 2.

Algorithm 2: Fairness and Accuracy Federated Learning (FedFa)

Input: parameters K , T, g, E, w0, N, pk, ms ¼ 0, k ¼ 1; . . . ;N
Output: well-trained w
for t ¼ 0; . . . ; T � 1 do:

(continued on next page)
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a (continued)

Algorithm 2: Fairness and Accuracy Federated Learning (FedFa)

Server selects a subset St of K devices at random (each device k is chosen with probability pk)
Server sends wt to all chosen devices
Client:
Each device k 2 St updates wt for E epochs of gradient descent with Momentum on Fk with step-size g to obtain wtþ1

k

Each device k 2 St sends wtþ1
k , Acctþ1

k , f tþ1
k back to the server

Server:
Calculate the amount of information for Acck inf and f k inf
Update the weight as: weightk ¼ aAcck inf þ bf k inf
Aggregate the w’s as wtþ1 ¼ Rk2Stweightk �wtþ1

k

Calculate the difference between two rounds of w as a pseudo-gradient: Dw ¼ wtþ1 �wt

Calculate the momentum term: ms ¼ cms þ gDw
Update the w as: wtþ1 ¼ wt �ms

end for
4. Evaluation

In this section, we present the empirical results of the proposed FedFa algorithm. In Section 4.1, we describe the exper-
imental setup including the datasets used. Then, we demonstrate the effectiveness of FedFa for statistical heterogeneity in
Section 4.2. And the improved fairness of FedFa is illustrated in Section 4.3. Finally, in Section 4.4, we discuss the effect of
parameters.

4.1. Experimental Design

Federated Datasets. Our model is compared to baselines on the synthetic and four real datasets to validate our effective-
ness and fairness. These datasets are drawn from previous federated learning work [2] [21] [24]. Table 1 summarizes the
statistical information for the four real datasets. Details of all datasets are also presented below.

� Synthetic:These are three Non-IID datasets which set ðq;uÞ ¼ ð0; 0Þ; ð0:5;0:5Þ and ð1;1Þ, respectively. The increase in q
and u indicates that the degree of heterogeneity of the dataset increases. And one IID data which set the same
W; b � Nð0;1Þ on every device. In addition, xk follows the same distribution Nðv;PÞ, where each element in the mean

vector is zero and
P

is diagonal to
P

j;j ¼ j�1:2. There are 30 devices in total for all synthetic datasets, and the number of
samples on each device follows the power law. Drawing on prior work [30], we study the effect of data heterogeneity by
varying the concentration parameter d of Dirichlet distribution on the synthetic dataset with d from f0:1;0:5;3;5g. For a
smaller d, the partition will be more unbalanced.

� MNIST:The MNIST [16] dataset is an image classification of handwritten digits 0–9. The dataset input to the model of
multinomial logistic regression is a 784-dimensional ð28� 28Þ flattened image and the output is a class label between
0 and 9. Previous studies have distributed the data across 1000 devices. In order to simulate statistical heterogeneity, each
device has only 2 digits per sample and the number of samples follows the power law.

� FEMNIST:FEMNIST is a federated dataset based on EMNIST with a total of 200 devices. The EMNIST dataset [5] is an image
classification problem with 62 classes. In order to form a heterogeneous distribution of devices, the dataset takes 10 low-
ercase letters (‘a’-‘j’) as subsamples from EMNIST and assigns only 5 classes to each device. A flattened 784-dimensional
ð28� 28Þ image was used as input to the model of multinomial logistic regression, and the output was a class label
between 0 and 9.
Table 1
Statistics of four real federated datasets.

hline Dataset Devices Samples Samples/device

mean stdev

MNIST 1,000 69,035 69 106
FEMNIST 200 18,345 92 159
Sent140 772 40,783 53 32
Shakespeare 143 517,106 3,616 6,808
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� Sent140:This dataset is a collection of Sentiment 140 [9] (Sent140) tweets for the text sentiment analysis task. Each Twit-
ter account corresponds to one device. We model it as a binary classification problem. The model takes a sequence of 25
characters as input, embeds each word in a 300-dimensional space using pre-trained Glove [27], and outputs a binary tag
after two LSTM layers and a dense join layer.

� Shakespeare:This is a dataset built from The Complete Works of William Shakespeare [24]. The model treats a sequence of 80
characters as input, embeds each character in the 8-dimensional space of learning, and outputs a character after two
LSTM layers and a tightly connected layer. Each speaking character in a play represents a different device.

Implementation. We implement all the code in TensorFlow [1] Version 1.10.0 to simulate a federated network with one
server and K devices. We randomly divide the data on each local device into 80% of the training set and 20% of the test set. For
all experiments on all datasets, we fix the number of selected devices per round to 10. For all synthetic data experiments in
FedFa, the learning rate is 0.0001. The server and client momentum factors are (0.5, 0.9) or (0.5, 0.5), respectively. For a fair
comparison with all synthetic data experiments in FedAvg, FedProx, q-Fair, SCAFFOLD and FedNova, the learning rate is 0.01,
0.001 and 0.0001, respectively. For MNIST, FEMNIST, Sent140 and Shakespeare in FedFa, the learning rate is 0.0003, 0.0003,
0.0001, 0.08, respectively. For MNIST, FEMNIST, Sent140 and Shakespeare in FedAvg [24], FedProx [21], q-Fair [20], SCAF-
FOLD [14] and FedNova [32], we use the learning rates of 0.03, 0.003, 0.3, and 0.8, respectively. The control variables of SCAF-
FOLD are updated using the II option, which is based on the difference between the global and local models. The parameter E
of FedNova is chosen to be 5. And the parameter q of q-Fair is set to 1.
4.2. Effects of double momentum gradient

We use four synthetic datasets to study how statistical heterogeneity affects convergence (fixing E to be 20), and to
demonstrate the effectiveness of our double dynamic mechanism. In Fig. 2, we compare the FedFa algorithm (which only
has the momentum mechanism without applying the weighting strategy) with FedAvg, FedProx, SCAFFOLD and FedNova
with a learning rate of 0.01.

Both the test accuracy and training loss in Fig. 2 show that the convergence effect of FedAvg becomes gradually unstable
and fluctuates as the data heterogeneity increases. However, FedProx can cope with the problem of statistical heterogeneity.
It can be seen from the experiments that FedProx converges better than FedAvg as the dataset with increasing degree of Non-
IID. SCAFFOLD and FedNova converge better than FedAvg on the Synthetic_0_0 dataset, but are more oscillating on the Syn-
thetic_0.5_0.5 and on the Synthetic_1_1 dataset. Considering the possible effect of learning rate, we also analyze the exper-
imental results at different learning rates. Obviously, FedAvg and FedNova perform well in the case of IID data. However, in
practice, it is difficult to have perfect IID data. By applying our proposed double-momentum mechanism, FedFa can not only
improve the convergence speed in the case of IID data, but also speed up the convergence speed for Non-IID data. Since FedFa
Fig. 2. The Training Loss and Test Accuracy of Experiments on Synthetic Datasets with Four Different Data Distributions (From left to right, the dataset has
an increasing degree of Non-IID). The learning rate for FedAvg, FedProx, SCAFFOLD, and FedNova is 0.01. For the two synthetic data sets on the left, the
momentum factors for the client and server side of FedFa are 0.9 and 0.5, respectively. For the two synthetic data sets on the right, the momentum factors
for the client and server side of FedFa are 0.5 and 0.5, respectively.
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takes into account the historical gradient information at both server and client sides, this helps the algorithm to converge
better.

We also study the effects of different momentum factors on the client and server side. The synthetic dataset with the
same distribution (Synthetic_iid) and the synthetic dataset (Synthetic_0_0) use the momentum factors of the client and
the server of 0.9 and 0.5. Since for the dataset of weaker heterogeneity distribution, speeding up the convergence of the client
does not lead to global gradient deviations. For the synthetic dataset with increasing degree of Non-IID (Synthetic_0.5_0.5
and Synthetic_1_1), we set the momentum factors for the client and server sides to 0.5 and 0.5. We argue that this will
reduce the oscillations on the server side when aggregating the gradients during the Non-IID data training process.

As shown in Fig. 3, in order to validate the double momentummechanism, we also conduct experiments on four real data-
sets. The figure shows the test accuracy and training loss of FedAvg, FedProx, SCAFFOLD, FedNova and FedFa on these real
datasets. It can be seen that the double momentum mechanism can also be worked in real datasets.Fig. 4,Fig. 5.

For a fair comparison, we explore FedAvg, FedProx, SCAFFOLD and FedNova on synthetic datasets at learning rates of
0.001 and 0.0001. As shown in Fig. 2, the learning rate of edAvg, FedProx SCAFFOLD and FedNova is 0.001. We can see that
despite reducing the learning rate of FedAvg and Fedprox, the experimental test accuracy and loss can reduce oscillations
during training, but will impair convergence. While SCAFFOLD and FedNova perform better at this learning rate and reduce
the oscillations. But our method still works better than their results. Furthermore, our method performs better than these
baselines on the synthetic dataset of IID when these algorithms reduce the learning rate.

As shown in Fig. 2, it is a comparison of test accuracy and loss of FedFa with FedAvg, FedProx, SCAFFOLD and FedNova at
the same learning rate. Obviously, our method is at the advantage of faster convergence. We demonstrate the effectiveness of
our proposed double momentum gradient in federated learning through these experiments. The core of the mechanism is to
approximate the server-side gradient using the difference between the two rounds of the model on the server-side, which
allows the application of the momentum gradient method to the aggregate gradient on the server-side. The client employs
the traditional momentum gradient descent method as a means of achieving a double momentum gradient.

Fig. 6 shows the experimental results of FedFa compared to FedAvg, FedProx, SCAFFOLD and FedNova under four datasets
that were set using the Dirichlet function to set different levels of Non-IID. FedAvg, FedProx, FedAvg, FedProx, SCAFFOLD and
FedNova are the better performers at a learning rate of 0.01. It can be seen from Fig. 6 that our method converges better as
the level of Non-IID increases.

Our experiments also show that the momentum gradient method on the server side performs better in heterogeneity
problems. The reason is that although the client-side momentum gradient method speeds up its own convergence, it is
not friendly to global convergence. Therefore, when the heterogeneity of the data distribution between clients increases,
one can consider appropriately decreasing the momentum factor for clients or increasing the round parameter b for the
aggregation on the server side.
Fig. 3. The Training Loss and Test Accuracy of Experiments on four real Datasets. For the two datasets (Mnist, Shakespeare), the momentum factors for the
client and server side of FedFa are 0.5 and 0.5, respectively. For the dataset of Sent140, the momentum factors for the client and server side of FedFa are 0.1
and 0.5, respectively. For the dataset of Femnist, the momentum factors for the client and server side of FedFa are 0.2 and 0.5, respectively.
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Fig. 4. The Training Loss and Test Accuracy of Experiments on Synthetic Datasets with Four Different Data Distributions (From left to right, the dataset has
an increasing degree of Non-IID). The learning rate for FedAvg, FedProx, SCAFFOLD, and FedNova is 0.001. All settings of FedFa are kept fixed.

Fig. 5. The Training Loss and Test Accuracy of Experiments on Synthetic Datasets with Four Different Data Distributions (From left to right, the dataset has
an increasing degree of Non-IID). The learning rate for FedAvg, FedProx, SCAFFOLD, and FedNova is 0.0001. All settings of FedFa are kept fixed.
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4.3. Effects of appropriate weighting strategies

In our following experiments, we verify that the proposed weighting strategy can lead to a fairer solution for federated
datasets. We employ the weighting strategy on the four synthetic datasets, Femnist and Shakespeare. The accuracy weight a
and frequency weight b are set to (0.5, 0.5), (0, 1) or (1, 0), respectively.

As shown in the following Table 2, our method is compared with FedAvg, Fedprox and q-Fair. The average accuracy, the
accuracy of the worst 20% devices, the accuracy of the best 20% devices, and the variance of the final accuracy distribution are
compared, respectively. In the IID synthetic dataset, our method is slightly inferior to FedAvg, but performs better than the
FedProx and q-Fair. However, in federated networks, the general setup is in the form of Non-IID data distribution. It can be
seen that the average accuracy is improved for all datasets except for the IID synthesis dataset. Moreover, the accuracy of the
worst and best 20% devices is also increased. In addition, the variance of the final accuracy distribution is decreased.
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Fig. 6. The Training Loss and Test Accuracy of Experiments on Synthetic Datasets with Four Different Dirichlet Distributions (From left to right, the dataset
has an increasing degree of Non-IID). The learning rate for FedAvg, FedProx, SCAFFOLD, and FedNova is 0.01. All settings of FedFa are kept fixed.

Table 2
Statistics of the test accuracy distribution for FedAvg, FedProx, q-Fair and FedFa.

Dataset Method Average Worst 20% Best 20% Variance

Synthetic_iid FedAvg 89.11% 78.17% 100.00% 68.04
FedProx 71.92% 55.46% 86.09% 129.09
q-Fair 83.22% 60.70% 99.21% 204.49
FedFa 85.70% 71.46% 100.00% 98.74

Synthetic_0_0 FedAvg 54.67% 6.81% 98.18% 1112.46
FedProx 75.02% 37.21% 100.00% 611.10
q-Fair 73.79% 28.29% 100.00% 809.76
FedFa 78.25% 43.41% 100.00% 530.27

Synthetic_0.5_0.5 FedAvg 40.24% 0.00% 98.18% 1448.46
FedProx 67.84% 33.60% 100.00% 618.00
q-Fair 71.67% 30.99% 100.00% 732.20
FedFa 73.30% 41.27% 100.00% 464.81

Synthetic_1_1 FedAvg 54.78% 1.38% 96.85% 1069.37
FedProx 64.75% 9.72% 100.00% 1088.87
q-Fair 72.78% 25.24% 100.00% 887.05
FedFa 76.88% 37.03% 100.00% 603.69

Femnist FedAvg 70.96% 34.77% 100.00% 567.75
FedProx 72.20% 40.50% 100.00% 449.83
q-Fair 69.86% 21.07% 100.00% 918.78
FedFa 77.96% 48.99% 100.00% 368.93

Sent140 FedAvg 68.51% 40.58% 93.22% 356.48
FedProx 64.71% 34.02% 92.65% 431.89
q-Fair 67.54% 29.58% 100.00% 609.63
FedFa 68.83% 42.66% 95.71% 319.04
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For instance, on the Synthetic_1_1 dataset, the heterogeneity between devices is relatively large. The model trained with
FedAvg has an accuracy of 1.37% on the worst 20% devices. Similarly, on the Synthetic_1_1 dataset, the accuracy of the model
trained with FedProx on the worst 20% devices is 9.72%. This can indicate that as the heterogeneity of data distribution
among devices increases, the federated learning training process appears skewed or ignored for some clients, i.e., fairness
issues. While the model trained on the Synthetic_1_1 dataset using q-Fair has an accuracy of 25.24% on the worst 20%
devices significantly larger than FedAvg and FedProx, and the final accuracy variance is also smaller than FedAvg and Fed-
Prox. Thus, q-Fair plays a role in the fairness problem of federated learning. The model trained with FedFa, on the other hand,
has an accuracy of 37.03% on the worst 20% devices which is 12.03% better than q-Fair, and the variance of the final accuracy
distribution is lower than q-Fair. FedAvg and FedProx significantly have lower accuracy on the worst 20% devices than FedFa,
but all four algorithms perform well in terms of accuracy on the best 20% devices. The results demonstrate that our approach
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allows clients in federated learning to participate more fairly in the training process, as well as to cope with the heterogene-
ity problem. The values of a and b determine the distribution of training accuracy and the number of clients involved in the
training process to be taken more into account. It avoids a federated learning setup with preferences that result in high pre-
cision for some clients while others do not participate in training or have low precision.

In Fig. 7, we present the distribution of clients in terms of final precision for our method and the comparison method. We
observe a significant increase in the number of clients with high precision distribution and a significant decrease in the num-
ber of clients with low precision or zero precision. Since our method is more fair, it allows more clients to participate in the
training process and improve their accuracy.

Table 3 is a comparison experiment between FedFa-mo and FedFa, which further illustrates the effectiveness of the
weighting strategy. FedFa-mo is a method that uses only the double momentum gradient. FedFa uses not only the double
momentum gradient but also the weighting strategy. It can be seen that FedFa has better experimental results than
FedFa-mo. Although the average accuracy of both is close, the variance of the performance distribution of the client becomes
smaller and the performance of the worst 20% devices is improved, so the weighting strategy can make the performance of
the devices in federated learning more balanced.

The basic setup of federated learning often leads to a disadvantage for certain clients in the training process. That is, some
clients participate less frequently in the training process, or the accuracy of some clients cannot be improved. Therefore, our
approach takes into account the effects of client participation frequency and accuracy to achieve a more fair distribution of
accuracy among clients.
4.4. Discussion of weighted parameters

In this section, we discuss the turn parameter round b of the momentum gradient method and the parameters a (Accu-
racy weight) and b (Frequency weihgt) of the weighting strategy.

In order to analyze the effect of the training accuracy weight a and the number of participants weight b on the experi-
ment, we increase or decrease these two parameters in steps of 0.1 on the synthetic dataset (Synthetic_1_1). However,
we have to ensure that aþ b ¼ 1. Under this constraint, Fig. 8 shows the effect of parameter values on the experimental
results. We can observe the curves of the final accuracy, variance and average accuracy varying with the two parameters.
On this dataset, the effect of parameters a and b is relatively symmetrical, i.e., a and b have a relatively close influence of
the final test accuracy.

Fig. 9 illustrates the analysis of the effect of parameters a and b on the Mnist dataset. Similarly, we calculate the final
accuracy, variance, and average accuracy of the dataset using a step size of 0.1. The figure demonstrates the curves of these
metrics varying with the parameters. It is seen that a bias towards one parameter can lead to better experimental results.

The experimental results also demonstrate that the variance between accuracy of the clients is not always small when the
average accuracy is large. Therefore, in federated learning, we should focus not only on the average accuracy but also on the
variance between accuracy of the clients. In this way, we can make the federated learning framework more fair.
Fig. 7. The distribution of test accuracy for all clients of the four synthetic datasets, Femnsit, and Sent140.
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Table 3
A comparison between FedFa without using the weighting strategy (FedFa-mo) and FedFa using the weighting strategy.

Dataset Method Average Worst 20% Best 20% Variance

Synthetic_iid FedFa-mo 80.11% 60.90% 96.05% 151.76
FedFa 85.70% 71.46% 100.00% 98.74

Synthetic_0_0 FedFa-mo 78.06% 24.21% 100.00% 971.18
FedFa 78.25% 43.41% 100.00% 530.27

Synthetic_0.5_0.5 FedFa-mo 73.06% 31.12% 100.00% 740.16
FedFa 73.30% 41.27% 100.00% 464.81

Synthetic_1_1 FedFa-mo 76.44% 27.48% 100.00% 818.90
FedFa 76.88% 37.03% 100.00% 603.69

Femnist FedFa-mo 74.75% 38.02% 100.00% 536.41
FedFa 77.96% 48.99% 100.00% 368.93

Sent140 FedFa-mo 67.31% 40.98% 92.07% 331.34
FedFa 68.83% 42.66% 95.71% 319.04

Fig. 8. Analysis of the parameters on Synthetic_1_1. The accuracy weight is the value of a and the frequency weight is the value of b. These two parameters
determine the final test accuracy, variance and average accuracy.

Fig. 9. Analysis of the parameters on Mnist. The accuracy weight is the value of a and the frequency weight is the value of b. These two parameters
determine the final test accuracy, variance and average accuracy.
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In Fig. 10, we conduct experiments using the double momentum gradient method of FedFa on synthetic_1_1 and Femnist.
We compare the results of our experiments using the momentum gradient method after 1 round and 3 rounds of aggregation
on the server side. We have verified that the momentum gradient method can be used at each round when the server-side
performs the convergence gradient. It can be seen from Fig. 10 that when the number of rounds of the server is taken as 3, it
will be more stable than using the momentum gradient method for each round.

It is also possible to use the momentum gradient method on the server-side after round b. Since the problem of hetero-
geneity in the data distribution of these clients leads to different gradient optimization directions for each client. Therefore,
we can wait for the server to collect the gradients of round b before using the momentum gradient method, which can better
consider the influence of historical gradients and reduce the oscillation.
4.5. Discussion of communication overhead

Communication overhead analysis: Both our model and the models of the baseline are based on the fundamental frame-

work FedAvg. In our proposed Algorithm 2, first, after the client is trained locally, each device k 2 St sends wtþ1
k ;Acctþ1

k ; f tþ1
k
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Fig. 10. Analysis of the effects of rounds in Synthetic_1_1 and Femnist.
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back to the server, where Acctþ1
k and f tþ1

k are the accuracy and the number of participation rounds which are constants of
negligible size, and wtþ1

k is the model updated parameter which is the same size as the parameter of the baseline model
FedAvg. Furthermore, in the baseline model, Fedprox has the same size as the parameters of the baseline model FedAvg.
SCAFFOLD passes not only the parameters of the model but also control variates (with the same dimension of the parameter
vector) from the client to the Server in each round, which increases the size of the uploaded model updates (by a factor of 2).
FedNova passes normalized gradient and si from client to Server, where si is the number of gradient updates in client i and is
also a constant, and normalized gradient is the same size as the parameters of the baseline model FedAvg. In addition, we
compare the communication rounds of FedFa and these baseline models in our experiments, and we can see that our com-
munication rounds have an advantage. Thus, combining the cost of each round of communication and the required commu-
nication rounds, we can conclude that FedFa has an advantage in terms of communication overhead.
5. Conclusions

In this paper, we proposed a novel horizontal federated optimization algorithm, FedFa, which combines a double momen-
tum gradient and a weighting strategy. The double momentum gradient takes into account the influence of historical gra-
dient information at both client and server sides to improve the convergence of the algorithm. The weighting strategy
aggregates the weights according to the training accuracy and the number of participants to create a fairer and more accu-
rate horizontal federated learning algorithm. Through extensive experiments on federated datasets, we validated that our
proposed approach significantly improves the accuracy and fairness of horizontal federated learning compared to existing
benchmarks. In future research, we will develop new federated learning algorithms that can better adapt to the challenge
of heterogeneity among clients, thus further improving learning performance and reducing communication costs. In addi-
tion, we will focus on theoretical analysis related to federated learning optimization algorithms, e.g., convergence analysis
and convergence speed analysis.
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