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ABSTRACT

Urban flow imputation, which aims to infer the missing flows of
some locations based on the available flows of surrounding areas, is
critically important to various smart city related applications such
as urban planning and public safety. Although many methods are
proposed to impute time series data, they may not be feasible to be
directly applied on urban flow data due to the following reasons.
First, urban flows have the complex spatial and temporal correla-
tions which are much harder to be captured compared with time
series data. Second, the urban flow data can be random missing (i.e.,
missing randomly in terms of times and locations) or block missing
(i.e., missing for all locations in a particular time slot). Thus it is
difficult for existing methods to work well on both scenarios. In this
paper, we for the first time study the urban flow imputation problem
and propose a generative-free Attention-based Spatial-Temporal
Combine and Mix Completion Network model (AST-CMCN for
short) to effectively address it. Specifically, AST-CMCN consists of
a Spatial and Temporal Completion Network (SATCNet for short)
and a Spatial-Temporal Mix Completion Network (STMCNet for
short). SATCNet is composed of stacked GRUAtt modules to cap-
ture the geographical and temporal correlations of the urban flows,
separately. STMCNet is designed to capture the complex spatial-
temporal associations jointly between historical urban flows and
current data. A Message Passing module is also proposed to capture
new spatial-temporal patterns that never appear in the historical
data. Extensive experiments on two large real-world datasets vali-
date the effectiveness and efficiency of our method compared with
the state-of-the-art baselines.
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1 INTRODUCTION

Urban flows (e.g., taxi flows, bike flows and human trajectories),
which depict the detailed human mobility patterns in urban areas,
are critically important to many smart city related applications
such as urban planning, city renewal and traffic management [1, 2].
To obtain the urban flow observations, a large number of sensors
such as cameras are required to be deployed in different locations
all over the city. However, in real scenarios, the complete urban
flow data is usually unavailable with partial missing data due to
various reasons including sensor errors (e.g. power outages) or
communication errors [3]. For example, urban flows of all sensors
are transmitted from edge nodes (sensors) to data storage center
regularly (like every 5 minutes). Data might be lost during trans-
mission due to communication errors. Generally, the missing data
issue can be categorized into two types as illustrated in Figure
1: a) Random missing: the urban flow data is missing randomly
at arbitrary sensors or time slots as shown in Figure 1(a). b) Block
missing: the readings of all sensors are all missing in one or sev-
eral timestamp(s) simultaneously as shown in Figure 1(b). Therefore,
how to effectively impute the incomplete urban flow observations
has become a critical research issue and attracted rising research
attention recently.

Traditionally, statistic methods are widely used for data imputa-
tion, such as K-Nearest Neighbors (KNN) [4], Matrix Factorization
(MF) [5] and Multiple Imputation using Chained Equations (MICE)
[6]. However, these methods ignore the complex spatial-temporal
properties of urban flow data, leading to suboptimal performance.
Recently, motivated by the great success of generative models [7, 8],
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Figure 1: Two missing data scenarios. White circles denote
the data are missing and blue ones denote the data are avail-
able.

researchers tried to impute missing data using generative-based
models. GAIN [9] for the first time employed generative adversarial
network [7] for data imputation. Qi et al. [10] proposed NAM, a
recurrent conditional variational autoencoder method for trajectory
imputation. MCflow [11] is a deep generative-based model for data
imputation, which leveraged normalizing flow generative models
and Monte Carlo sampling. Zhang et al. [12] proposed SA-GAIN
based on self-attention generative model for traffic flow imputa-
tion. However, the major limitation of the generative models is
that they are relatively hard to train and converge in training. To
address this issue, MVTS [13] began to employ transformer-based
method for time series data imputation. MVTS utilized attention
mechanism to capture the temporal correlations of time series
data. To further improve the performance of MVTS, SAITS [14]
designed a diagonally-masked self-attention (DMSA) block and a
joint-optimization approach to capture both the temporal depen-
dencies and feature correlations between time steps. However, the
above methods are mostly designed for time series data imputation,
which may not be feasible to be directly applied on urban flow
imputation due to the complex spatial-temporal patterns of the
urban flows.

Compared with the previous time series data or trajectory data
imputation, the studied urban flow imputation is much more diffi-
cult due to the following challenges.

o The backbone network for urban flow imputation. For
the data imputation problem, the existing state-of-the-art
models generally take the generative model as the backbone
network. However, most of the generative models, such as
Generative Adversarial Network (GAN) [7] and Variational
Auto Encoder (VAE) [8], need to be well-designed and are rel-
atively hard to train. Directly applying the generative model
on urban flow imputation may be infeasible considering the
complex spatial-temporal correlations of the data. Thus, how
to design a generative-free model as the backbone network
is challenging.

The complex spatial-temporal patterns of the urban
flow data. Existing works on time series data imputation
only need to consider the temporal associations. Consider-
ing the complex spatial-temporal correlations of the urban
flow data, learning the spatial and temporal correlations sep-
arately, and then fusing them together may not work well
for the missing data scenario. Moreover, it is possible that
some new spatial-temporal patterns of urban flows may have
never appeared before and thus they cannot be captured from
historical urban flow observations.
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e The two types of the missing data. As shown in Figure
1(b), imputing the data for the block missing scenario is much
more challenging than the random missing scenario as we
cannot use the data in the neighbor locations to help infer
the missing data based on the spatial correlations. Thus, the
presence of both random and block missing will increase the
difficulty of the urban flow data imputation. How to jointly
impute the two types of missing data is challenging.

To tackle the aforementioned challenges, we present an Attention-
based Spatial-Temporal Combine and Mix Completion Network
model named AST-CMCN for generative-free urban flow data im-
putation. Specifically, we first propose a Spatial and Temporal Com-
pletion Network (SATCNet) to impute urban flow observations
by capturing the spatial and temporal correlations among regions
separately. SATCNet includes multiple layers of GRUAtt modules
for capturing the temporal information, which is especially helpful
to resolve the block missing data problem. The designed Gate mod-
ule inner GRUALt aims to acquire the spatial associations among
regions to impute random missing data. Next, we design a Spatial-
Temporal Mix Completion Network (STMCNet), which contains
a Message Passing module to jointly capture the complex spatial-
temporal patterns that cannot be easily captured by SATCNet. The
Message Passing module is designed to capture the spatial-temporal
patterns between historical urban flows and current data. New pat-
terns that have not appeared before are captured by the designed
super node structure. We summarize our contributions as follows.

o We for the first time study the urban flow imputation prob-
lem for both random missing and block missing scenarios
and propose a generative-free model AST-CMCN to effec-
tively address it.

A Spatial and Temporal Completion Network SATCNet is
proposed to impute urban flows by capturing spatial and
temporal dependencies separately. A Spatial-Temporal Mix
Completion Network STMCNet is also designed to capture
the spatial-temporal associations of urban flows jointly.
Extensive experiments are conducted on two large real-world
datasets. Experimental results demonstrate the superiority
of our method by comparison with the existing state-of-the-
art approaches in terms of both random and block missing
urban flow data imputation.

The remainder of the paper is organized as follows. We will
first briefly review related work in Section 2. Then, notations and
problem definition will be introduced in Section 3. Next, we will
introduce the proposed model in detail in Section 4, followed by
experimental results in Section 5. Finally, we will conclude the
paper in Section 6.

2 RELATED WORK

2.1 Urban Flow Data Prediction

Recently, urban flow data prediction [15-17] has attracted rising
research interest in the field of urban computing. Traditionally,
statistics-based time series models such as ARIMA and Regression
are used to address this problem. For example, [18] used ARIMA
model to predict short-term urban flows. However, conventional
methods usually are not effective to capture the complex spatial and
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Spatial and Temporal Completion Network: SATCNet
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Figure 2: Framework of the proposed AST-CMCN model.

temporal correlations of urban flow data. Recently, various deep
learning methods are proposed, and achieve significant prediction
performance gains. ConvLSTM [19] employed both spatial and tem-
poral information for the spatial-temporal data prediction based
on LSTM [20]. In order to capture periodic properties, Zhang et al.
[21] designed an end-to-end structure named ST-ResNet which con-
tained a residual neural network and residual convolutional units.
For learning historical information and making the prediction step
by step, Pan et al. [22] designed an encoder-decoder architecture
ST-MetaNet+ which combined meta-learning with deep learning.
MT-ASTN [23] adopted a shared-private framework which con-
tained private spatial-temporal encoders, a shared spatial-temporal
encoder, and decoders to learn the task-specific features and shared
features. Yin et al. [24] proposed MASTGN, including an internal
attention mechanism and a dynamic neighborhood-based attention
mechanism, which were used to capture the interactions among
multiple time series and to model the complex spatial correlations.
Different from the urban flow data prediction, the problem studied
in this paper aims to impute rather than predict urban flows.

2.2 Time Series Data Imputation

Early time series data imputation methods are mostly statistics
based, such as K-Nearest Neighbors (KNN) [4], Matrix Factoriza-
tion (MF) [5] and Multiple Imputation using Chained Equations
[6]. However, statistics based methods are less promising as they
are not effective to capture the spatial and temporal properties of
urban flow data. Recently, motivated by the great success of gener-
ative models [7, 8], researchers tried to impute missing data using
generative-based model, since the data imputation is similar to data
generative process. GAIN [9] for the first time employed generative
adversarial network (GAN) [7] for data imputation. Luo et al. [25]
proposed GANFilling model which was also based on GAN for data
imputation. Mattei and Frellsen [26] proposed MIWAE for data im-
putation which was based on the importance-weighted autoencoder
(IWAE) [27]. MIWAE maximized a potentially tight lower bound
of the log-likelihood of the observed data without additional com-
putational. NAM [10] designed a recurrent conditional variational
autoencoder as a demonstrator and a non-autoregressive transfor-
mation model as a learner for trajectory imputation. MCflow [11]
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is a deep generative-based model, which leveraged normalizing
flow generative models and Monte Carlo sampling for incomplete
data. Zhang et al. [12] proposed a model for traffic flow imputation,
which combined a self-attention mechanism, an auto-encoder and a
generative adversarial network. However, the deep learning based
generative models need to be well-designed and are hard to train.

Recently some works began to employ generative-free methods
for data imputation. MVTS [13] was designed to capture temporal
relationship of time series data under the framework of transformer.
SAITS [14] used a diagonally-masked self-attention (DMSA) block
and a joint-optimization approach to capture both the temporal
dependencies and feature correlations between time steps. Never-
theless, these models are mostly designed for time series imputation,
which cannot capture the complex spatial-temporal patterns of ur-
ban flow data.

3 NOTATIONS AND PROBLEM DEFINITION

We will first give some notations to help us state the studied problem.
Then a formal problem definition will be given.

DErFINITION 1. Urban flow graph. The urban flow graph is de-
noted as G = (V,E), where V = {v1,..,uN} is a set of N sensor
nodes deployed in the city and & is a set of edges connecting these
nodes. These connections between nodes can also be described by a
symmetric adjacency A € RNXN | with the element A; j representing
the strength of the relation between nodes v; and v;. The relation
strength is usually measured by the geographical proximity of the
two sensors. Note that A; j = 0 if there is no close relation between the
two nodes in geography. In addition, we denote the adjacency between
node i at timet — 1 and node j at time t as A;,_, j,.

DEFINITION 2. Complete and incomplete urban flows. We
denote X € RN*D g5 urban flow observations on urban flow graph G.
We denote incomplete and complete urban flows at time t as Xyt €
RN*D gnd X..; € RNXD respectively, where N is the number of nodes
and D is dimension. The historical urban flows can be represented
as a sequence Xy, = (Xy, ¢_k, ..., Xu,t) on the urban flow network. To
conduct the urban flow data imputation over the regions where the
data are unavailable, we also define the mask matrix of incomplete
urban flows as follows:

0,
1,

if Xyt (n) is missing

Mg(n) = { (1)

otherwise
where n denotes the sensor node, M;(-) is a mask function, which
marks the nodes without urban flow observations as 0 and the nodes
with data as 1.

The complex spatial-temporal patterns are captured from the
historical urban flow observations first and then help impute the
missing data. However, some new spatial-temporal patterns that
exist outside the urban flow graph G cannot be captured from the
historical data. Thus, we design a super node outside the graph to
represent new urban flow data.

DEFINITION 3. Super Node. We denote SN; € RI*P as the super
node at time t which represents the unseen urban flows on urban flow
graph G. SNy is used to capture the new spatial-temporal patterns of
urban flows.
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Figure 3: Correlations between nodes in two urban flow
graphs.

The studied problem is formally defined as follows.

PROBLEM 1. Given the urban flow graph G = (V, &), the historical
urban flow data X, = (Xy 4k, ... Xu,t) and a super node SNy, we
aim to build a model f to impute the incomplete urban flows Xy, ;
and obtain a complete urban flow matrix Xc z.

In the following, we name the incomplete urban flows X, ; as
the target urban flow data for convenience.

4 METHODOLOGY

Figure 2 shows the framework of the proposed AST-CMCN, which
contains a Spatial and Temporal Completion Network (SATCNet)
and a Spatial-Temporal Mix Completion Network (STMCNet). In
SATCNet, as shown in the top of Figure 2, historical incomplete
urban flows are input into the network. Then, multiple layers of
GRUALt are stacked to capture both temporal and spatial dependen-
cies, separately. For the stacked GRUAtt modules, GRU is a backbone
network to capture temporal correlations between the historical
and target urban flows, which helps impute the block missing data.
In the inner part of the GRUAtt module, Reset, Update and Forget
Gate are designed with the same Gate module based on attention
mechanism to obtain the geographical relationships among regions
of incomplete urban flows. The Gate module completes urban flows
for the random missing scenario. We will elaborate this part in
Section 4.1.

Next, as shown in the bottom of Figure 2, historical urban flows
are input into STMCNet similar to SATCNet. In order to acquire
the spatial-temporal patterns that never appear in the historical
data, a super node is added into the network as well. Here, we treat
the super node as urban flow data outside the area under study and
we cannot obtain it from the historical urban flows. Then, STM-
CNet designs a Message Passing module to capture the complex
spatial-temporal patterns between the historical and target incom-
plete urban flows, and new patterns that never appear. In Message
Passing module, we elaborate Transformer-based ODTrans module
to capture the complex spatial-temporal correlations between re-
gions in different time slots and regions. In this process, we impute
urban flow data for both random and block missing scenarios. The
STMCNet part will be introduced in detail in Section 4.2. SATCNet
and STMCNet are jointly trained. Next, we will introduce the model
in detail.

4.1 Spatial and Temporal Completion Network

Figure 3 shows the spatial-temporal correlations among the nodes.
Green lines with arrow denote the temporal correlations of the
same node in different time slots. Blue lines with arrow represent
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Figure 4: Gate module for the Reset, Update and Forget gates.

the spatial correlations of nodes in a urban flow graph based on ge-
ographical proximity. Red lines with arrow are the spatial-temporal
correlations between nodes. As we can see node a at time slot ¢
is correlated with nodes b, c, d at time slot ¢ — 1. For example, taxi
flows on node d at time slot t — 1 is correlated to taxi flows on
node a at time slot ¢ as they move from node d at ¢t — 1 to node a
at t. In order to capture both the spatial and temporal correlations
for urban flow data separately, we design a Spatial and Temporal
Completion Network (SATCNet). The model that jointly captures
the spatial-temporal correlations will be introduced in detail in
Section 4.2.

Temporal Completion. As shown in the top part of Figure 2,
the sequence X, = (X, ;_, ..., Xu,t) are input into network. Mo-
tivated by the classical model GRU [28] which learns temporal
correlations, we design stacked GRUAtt modules to obtain both the
temporal and spatial dependencies. The designed module for cap-
turing spatial correlations will be introduced in the next paragraph.
By GRUAtt module, features extracted from historical urban flows
are passed into hidden states and then sent into target urban flows.
In the target urban flow data, incomplete data values are filled and
adjusted by the hidden states. The GRUAtt module is beneficial
to the block missing scenario, since we can complete the missing
data of all regions at one timestamp by features extracted from
the historical urban flows. Inside the GRUAtt module, we design a
Reset, a Update and a Forget gate to effectively combine the target
urban flows with previous hidden states (features of previous urban
flows), choose the most useful information and forget insignificant
messages. After that, we encode temporal correlations into the
hidden states H;_1. Note that the number of GRUAtt modules is
equal to the number of input urban flow data. Formally, the GRUAtt
module is formulated as follows:

re = o(Gate([Xy,t||H-1], A)),

@)
ur = o(Gate([Xu,t||Hi-1], A)), ®)
4)
®)

¢; = tanh(Gate([ Xy ||r: © Hi-1], A)), 4
H[:thHt71+(1—u[)®Ct, 5
where H;_1 denotes the hidden state of previous urban flows, A
denotes static adjacency matrix, [-||-] means concatenation process,
o(-) is sigmoid function and tanh(-) is tangent function. Note that
when t = 1, Hy is initialized with random values. Gate(-, -) repre-
sents message passing process in geography and will be introduced
later.

Spatial Completion. According to Tobler’s First Law of Geogra-
phy [29], "All things are related, but nearby things are more related
than distant things", it is intuitive that urban flow observations are
influenced by regions in the geographical surroundings. Therefore,
to obtain the spatial dependencies of urban flows in different sen-
sors and complete urban flow data, we design a Reset, a Update and
a Forget gate with the same Gate module, which is shown in Figure
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4. The Gate module is implemented by the attention mechanism
[30]. With the attention-based module, we can learn the arbitrary
spatial dependencies between each pair of nodes in the urban flow
graph. However, in the real scenario, a number of nodes are not
reachable and connected directly. For example, nodes a and b are
disconnected since there is a river between them or they are hun-
dred kilometers away. Thus, we ought to employ the geographical
adjacency matrix A to model all the spatial associations in urban
flow graph. Then, we calculate the similarity of each connected pair
of sensor nodes. With the similarity values, we fill target nodes with
reachable nodes nearby by weighted summation. In this way, we
capture the spatial correlations of urban flow data for imputing the
random missing data. We formulate designed attention mechanism
as:

oK™
Att(Q,K,V,A) = Softmax(—d ® AV, 6)
k
head; = Att(xWiQ,xWiK, xWiV,A), 7)
MHATtt(x, A) = Concat(head,, ..., headh)WH, 8)

where Q, K,V are all the same input urban flows, A is the number
of heads WQ € Rdmodelx‘iq WK € Rdmodelek W.V € Rdmodelev
» W, » Wi » W, ,
WH ¢ RhdoXdmodel and A denotes the adjacency matrix. Then the
Gate module for the Reset, Update and Forget gate is as follows:

Gate(X, A) = MLP(MHAtt(X, A)), ()

where MLP(-) is a non-linear function. To enhance the ability of
the Gate module, the mask ought to be applied inside the attention.
As formulated in Eq. ( 10), the diagonal entries of the attention map
are set as —oo to avoid unnecessary calculation.

i=j

s 10
i#]j (10

a(i, j)
where a is the learned attention map, i and j are the positions of
the attention map. With Eq. (10), we replace Eq. (6) with Eq. (11)
inside the Gate module as follows:

Mask(a)(i, j) = {

T
PosMaskedAtt(Q,K,V,A) = Softmax(Mask( %) ®A)V, (11)
k
Through obtaining the spatial relationship by the Gate module and
then passing temporal messages from the historical urban flows to
target ones, the missing urban flows are imputed. The final output
of SATCNet is Xg ;. In SATCNet, we consider the missing types of
urban flows. Obviously, the random missing urban flow data can be
easily imputed by the designed Gate module. Spatial associations
inside the Gate module might not help block missing problems,
but the messages sent from the historical urban flows by stacked
GRUAtt modules can help to solve the blocking missing problem.

4.2 Spatial-Temporal Mix Completion Network

Section 4.1 introduces how to capture the spatial associations and
temporal correlations between nodes. However, the two types of
associations are separately captured by SATCNet. Next we intro-
duce a Spatial-Temporal Mix Completion Network (STMCNet) to
capture the complex spatial-temporal correlations jointly.

In the bottom of Figure 2, the super node SN; and the historical
urban flows X, = (X, ¢k ... Xu,¢) are input into the network. To
capture the complex spatial-temporal relationships between nodes
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Figure 5: The Message Passing module.

and then impute missing urban flows, we design a Message Passing
module as shown in Figure 5. For the missing urban flow data, we
wish to seek the similar spatial-temporal patterns from the historical
urban flow data. Then in the Message Passing module, we impute
the target urban flows by the corresponding urban flows which
have similar spatial-temporal patterns. Besides, we also consider
whether there are new spatial-temporal patterns which have never
appeared in the historical urban flow observations. Thus, we design
a super node SN; as an unseen and new urban flow data and also
send it into the Message Passing module. We treat the super node
as a sensor node outside the whole urban flow graph G, capturing
correlations between nodes inside and outside the graph. As a
result, the Message Passing module aims to capture the complex
spatial-temporal patterns between the target urban flows X, ; and
all the other input data (we call them auxiliary urban flows) and then
imputes the target urban flow observations. With all the imputation
results, we make a weighted summation. The Message Passing
module is formulated as follows:

X; = Message(SNy, Xu,tg - Xut), (12)

-1
Message(...) = Z Wy - ODTrans(X,, g, Xu,t)
k=to
+ Wis1 - ODTrans(SNy, Xy t),

(13)

where Wy is the learnable parameter. We initialize the super node
with random values. The auxiliary urban flow data might have
similar patterns with the target urban flows, thus we design an
attention-based mechanism ODTrans module shown in Figure 5.
The ODTrans module aims to capture the complex spatial-temporal
patterns and then impute target urban flows Xy, ;. It is reasonable
that all nodes in target urban flows ought to have spatial-temporal
similarity values with nodes in the historical period (all nodes in
Xyt~ - Xu,t—1)- Thus, we use ODTrans to generate these similar-
ity values. With the corresponding similarity values, we make a
weighted summation and then impute the target urban flow data.
For example, in Figure 5, we employ ODTrans module to capture
the complex spatial-temporal similarity values between nodes 2, 3, 4
at time slot t — 1 and node 1 at time slot ¢. Then we obtain the cor-
responding similarity weights Az, , 1,,A3,_,,1,, A4,_,,1,- We make a
weighted summation of urban flows of nodes 2, 3, 4 at time slot ¢ — 1
and similarity weights Az, | 1,,A3,_,,1,,A4,_,,1,, to impute urban
flows of node 1 at time slot t. Imputing the block missing flows
cannot rely on geographical information. Thus, we impute missing
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urban flows by means of the complex spatial-temporal patterns
regardless of region and time, which works for both random and
block missing scenarios. ODTrans module can be conducted as
follows:

ODTrans(ax, tg) = FFN(Masked MHA(MLP(ax), MLP(tg))),
(14)
FFN(x) = ReLU(W2(Wix + b1) + ba), (15)

where MLP(-) is a non-linear function, Wi, W, are learnable param-
eters, ax is the auxiliary urban flow and tg is the target urban flow.
The process of learning similarity weights is achieved by Masked
MultiHeadAttention module (MaskedMHA) as follows:

MaskedMHA(ax, tg) = Concat(heady, ..., heady,) Wy, (16)

heady, = MaskedAtt(ax, tg, tg), (17)

oK™
MaskedAtt(Q,K,V) = Softmax(Mask(——))V, (18)
vy

where Wy is the learnable parameter. The final output of STMCNet
is X ¢. In STMCnet, the imputation process neither simply rely on
geographical correlations nor single temporal correlations. With
the historical urban flows and the flows of the super node, the model
selects nodes with the similar spatial-temporal patterns directly.

In the imputation process, SATCNet captures the spatial and
temporal correlations separately and STMCNet attains the complex
spatial-temporal patterns. Next, we employ a linear combination
function as follows to integrate them:

Xet = WiXar + WoXon t, (19)

where Wi, W; are learnable weight parameters. Finally, we aim to
minimize the following objective function:

bz N
LKe Yot Mp) = Y 3 1(Xe (1) = Yer(m) © Me(m)[3 - (20)
&

n=1

where bz denotes batch size, N means sensor nodes and Y¢ ; is the
ground truth of target urban flows. The pseudo-code is presented
in Algorithm 1.

5 EXPERIMENT
5.1 Experiment Setting

5.1.1 Datasets. We use two datasets for evaluation: Nanjingyby
and PEMS08. As the raw datasets are complete, we artificially and
randomly remove some values to mimic the missing values, includ-
ing the random missing and the block missing. For random missing,
we set urban flow values as 0 for the randomly selected regions or
time slots. For block missing, we set the urban flow values of all
regions as 0 in the randomly selected time slots. The details of the
datasets are introduced as follows.

e Nanjingyby This dataset contains over 5 million crowd
trip records in Nanjing Garden Expo Park from April 20 to
June 30 in 2021. Each crowd trip includes id, regionid, time,
latitude and longitude. We process the data with a time slot
of 5 minutes. Then we partition the entire data into non-
overlapping training, validation and testing sets by a ratio
of 7:2: 1.

2033

Senzhang Wang et al.

Algorithm 1 Pseudo-code of AST-CMCN
1: Initialization: SNy, Hp, W, n « 0, Message «— 0
2. Draw kp samples from dataset {X;, ;(n), M(n), Yc,t(n)}ﬁg1
3. while training loss has not converged do
4 forn=1,...,kp do
5 for t =1y, ..., t; do
6: re « o(Gate([Xy,¢||He-1], A))
7:
8

up — o(Gate([Xu,t||Hr-1], A))
: ¢; < tanh(Gate([ Xyt ||r: © Hy-1], A))
9: Ht<—ut®Ht_1+(l—ut)®ct

10: end for
11: Xat < Hi

12: for k =ty,...,t —1do

13: Message < Message + Wy - ODTrans(X,, i, Xu,t)
14: end for
15: Message < Message + Wy.,1 - ODTrans(SNt, Xu,t)
16: Xm,t < Message
17: Xc,t — W1Xa,t + Wsz’t
18:  end for

Update D using adaptive moment estimation (Adam)
19 Vp = S L(Xer(n), Yor (n), My (n))

20: end while

e PEMSO08! This dataset contains the traffic data in San Bernardino

from July 1 to August 31 in 2016, with 170 detectors on 8
roads with a time slot of 5 minutes. This dataset contains
three features: flow, occupy and speed. In this paper, we
only employ the flow feature. We use the first 42 days data
for training, the next 12 days data for validation, and the
remaining data for testing.

5.1.2  Evaluation Metrics. We use two metrics Mean Absolute Error
(MAE) and Root Mean Square Error (RMSE) defined as follows to
evaluate the model performance.

T
1
MAE= 2 3 [Xer = Yol (2)
t=0
1 T
RMSE = | = > (IXes = Yer[}) (22)
t=0

where X, ; is the imputed value at time ¢ and Y. is the correspond-
ing ground truth.

5.1.3 Baselines. We compare AST-CMCN with five baseline meth-
ods including statistics-based imputation methods, generative-based
imputation methods and recent state-of-the-art attention-based
imputation models. The details of the methods are introduced as
follows.

e MICE [6] MICE is a statistic-based imputation method. It
imputes the missing data through a series of iterative pre-
diction models. In each iteration, other complete data in the
dataset are used to estimate each incomplete variable in the
dataset until the model converges.

e GAIN [9] GAIN is a generative-based imputation model. It
utilizes the generative model GAN [7] to impute the missing
data. In GAIN, the generator aims to accurately impute the

!https://github.com/wanhuaiyu/ASTGCN
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Table 1: MAE and RMSE comparison among different methods. 25% and 40% denote the missing ratio of urban flow data.

Nanjingyby PEMS08
model 25% 40% 25% 40%
MAE RMSE MAE RMSE MAE RMSE MAE RMSE
MICE 0.2388 0.3429 0.2797 0.6046 0.3980 0.4435 0.4630 0.5185
GAIN 0.2153 0.2691 0.2554 0.3617 0.2487 0.3492 0.4201 0.4734
MCflow 0.1663 0.2408 0.2062 0.2779 0.1048 0.1423 0.1110 0.1531
MVTS 0.1572 0.2379 0.1991 0.2984 0.0986 0.1351 0.1012 0.1422
SAITS 0.1379 0.1976 0.1829 0.2773 0.0782 0.1007 0.0924 0.1255
AST-CMCN 0.1171 0.1756 0.1344 0.2405 0.0541 0.0751 0.0674 0.0929
Improvement 17.76% 12.53% 36.09% 15.30% 44.55% 34.09% 37.09% 35.09%
0.40 050
—— AST-CMCN —— AST-CMCN ~ 500 SAITS
035 —— MCFlow 045 —— MCFlow P
0.40 s
,, 0:30 9 2150
2 8035 £
E 0.25 % 030 5
- a
E3 g 5 100
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(a) MAE Loss curves. (b) RMSE Loss curves. 012 014 &ig Los(ills 020 022

Figure 6: Loss curves of AST-CMCN and MCFlow on the Nan-
jingyby dataset.

missing data, and the discriminator is designed to distinguish
the imputed data from the observed data.

e MCflow [11] MCflow is also a deep generative-based frame-
work for imputation that leverages normalizing flow gen-
erative models and Monte-Carlo sampling. It addresses the
causality dilemma that arises when training models with in-
complete data by introducing an iterative learning strategy.

e MVTS [13] MVTS is a transformer-based framework for
unsupervised representation learning of multivariate time
series. Its pre-trained model can be used for downstream
tasks such as missing value imputation.

e SAITS [14] SAITS is a method based on the self-attention
mechanism for missing value imputation in multivariate
time series. It learns missing values from a weighted combi-
nation of two DMSA blocks which explicitly capture both
the temporal dependencies and feature correlations between
time steps.

To study whether all the components of our model are useful,
we also compare the full version AST-CMCN with its variants as
follows.

e AST-CMCN-S We replace Gate module in SATCNet with a
non-linear function to examine whether spatial associations
among sensor nodes can improve the model performance.

e AST-CMCN-T We remove the stacked GRUAtt modules
from SATCNet and only employ one Gate module to study
whether the temporal correlations are helpful for the urban
flows imputation.

o AST-CMCN-A We remove the SATCNet module from AST-
CMCN to test whether the separate spatial and temporal
correlations are helpful for the data completion.
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Figure 7: Parameter sizes and MAE losses of various meth-
ods.

e AST-CMCN-M We train AST-CMCN without STMCNet
module to examine the importance of the complex spatial-
temporal correlations.

o AST-CMCN-SN We remove the super node from the net-
work to test whether the new spatial-temporal patterns can
be captured and are useful for this task.

5.1.4  Implementation Details. We implement our model as well as
baselines with Pytorch framework on NVIDIA Tesla M40 GPU. We
leverage Adam algorithm for gradient descent to perform training
process with batch size bz = 32 and learning rate Ir = 1e — 4. The
model parameters are set as follows. The input urban flow data
Xy is 6 X N x D for all datasets, where 6 is the previous time slot
length, N is equals to 13 for Nanjingyby dataset and to 170 for
PEMSO08 dataset, D is the dimension of urban flow data. Note that
when preprocessing the incomplete urban flow data, we generate
the block missing and the random missing with the same ratio.
For example, when the total missing ratio is 40%, block missing
accounts for 20% and random missing accounts for 20%. And we
normalize data the with Min-Max Normalization.

5.2 Comparison Result

To more extensively evaluate our model, we set the ratio of miss-
ing data as 25% and 40%, respectively, and make comparison with
baselines in both cases on the two datasets.

Performance comparison. The performance result of differ-
ent methods is shown in Table 1. The best results are highlighted
with bold font, and the best results achieved by baselines are un-
derlined. To more clearly show how much improvement our model
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Figure 8: Imputation result on two data missing scenarios
of SAITS and AST-CMCN models on Nanjingyby dataset.
"rm20%" means 20% random missing and "bm20%" means 20%
block missing,.

achieves, we also present the improvement of AST-CMCN com-
paring to the best results achieved by baselines. It shows that our
AST-CMCN model achieves the best result in all the cases. On Nan-
jingyby dataset, AST-CMCN performs best among all the methods
and the improvement is significant. For example, when the miss-
ing ratio is 25%, MAE and RMSE of AST-CMCN are 0.1171 and
0.1756 respectively, improving by 17.76% and 12.53% comparing
with the best results achieved by SAITS. MICE gives a bad result as
it imputes incomplete urban flows by other available urban flow
data, which ignores both spatial and temporal correlations. GAIN
achieves the worst performance among all the deep learning meth-
ods. It is not surprising because it only employs deep generative
model and does not design any components to consider spatial
associations and temporal dependencies. One can see that MCflow
improves performance comparing to MICE and GAIN model, as it
uses Monte-Carlo sampling to capture inner distribution of urban
flow data. However, it gives a bad performance because it still ig-
nores the spatial-temporal correlations. MVTS and SAITS based on
attention mechanism perform better than other baselines but still
are inferior to AST-CMCN model. This is because the two methods
are both designed for time series data, which cannot effectively
capture the spatial associations. Similar to the results on the Nan-
jingyby dataset, AST-CMCN performs best among all the methods
on PEMS08 dataset.

Model efficiency analysis Next, we further discuss the effi-
ciency of our AST-CMCN model. We plot the MAE and RMSE loss
curves of AST-CMCN and MCFlow model in Figure 6(a) and (b) over
the Nanjingyby dataset to compare the computational efficiency
of the models. The result shows that AST-CMCN converges faster
and more stable than generative-based model MCFlow with less
number of training epochs, which confirms the efficiency of our
generative-free model AST-CMCN. To examine the superiority of
AST-CMCN, we further compare all the models in terms of their
parameter size and the corresponding MAE loss on the Nanjingyby
dataset under 25% data missing ratio. The result is shown in Figure
7. One can see that AST-CMCN achieves the lowest MAE 0.1171
compared with other models, and at the same time its parameter
size is small (only slightly larger than GAIN). It means that AST-
CMCN achieves better result with a simpler model (less number of
model parameters). GAIN has the least number of parameters, but
its performance is not promising as the MAE is high.
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Figure 9: The comparison between AST-CMCN model and
its variants.

Model effectiveness analysis on two data missing scenar-
ios. To evaluate the effectiveness of AST-CMCN model on the two
data missing scenarios, we examine the performance of AST-CMCN
model on the two cases separately. We randomly remove some re-
gion values to generate the block missing and the random missing,
separately. Specifically, we set block missing ratio as 20% and 30%
and random missing as 20% and 30%. We compare AST-CMCN with
the best baseline SAITS. The result is shown in Figure 8. One can
see that AST-CMCN performs better than SAITS in all the cases,
which can confirm the effectiveness of AST-CMCN on both block
missing and random missing scenarios. It is not surprising that the
MAE and RMSE loss of AST-CMCN model on 20%, 30% random
missing perform better than on 20%, 30% block missing. It implies
that blocking missing scenario is harder to impute than random
missing scenario, because less information is available when all the
data are missing in a time interval in block missing.

5.3 Ablation Study

We next conduct ablation study to examine whether all the designed
components in AST-CMCN are all beneficial to the studied problem.
We compare AST-CMCN with its variants including AST-CMCN-§,
AST-CMCN-T, AST-CMCN-A, AST-CMCN-M and AST-CMCN-SN
on the Nanjingyby dataset under 20% missing data ratio. The result
is shown in Figure 9. One can see that AST-CMCN outperforms
the five variants. It indicates that the Gate module, the GRUAtt
module, SATCNet, STMCNet and the super node are all useful,
and dropping any one of them will hurt the performance. One can
also observe that STMCNet contributes most to the model per-
formance improvement. Dropping STMCNet (AST-CMCN-M) will
decrease the performance by up to 4.23%, 8.19% in terms of MAE
loss and RMSE loss, respectively. It verifies STMCNet is especially
important to the urban flows imputation. The imputation perfor-
mance also drops significantly when the Gate module is removed
(AST-CMCN-S), which demonstrates the importance of spatial cor-
relations. Removing GREAtt module (AST-CMCN-T) will hurt the
model performance. One can see in Figure 9 that the AST-CMCN-T
performs worse than the AST-CMCN in both MAE loss and RMSE
loss on Nanjingyby dataset, which proves the necessity of tempo-
ral relationship of urban flows. MAE and RMSE of AST-CMCN-A
are both much larger than AST-CMCN, which means that the de-
signed spatial and temporal completion network improves the task.
Dropping the super node (AST-CMCN-SN) will hurt the model
performance, since the MAE and RMSE loss of AST-CMCN-SN are
larger than AST-CMCN. It demonstrates that the super node can
capture the unseen spatial-temporal patterns outside the historical
urban flows. AST-CMCN combines all these components together
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Figure 10: Visualization of the spatial-temporal correlations
captured from STMCNet in Nanjing Garden Expo Park.

and achieves the best performance. Thus one can conclude that
the well-designed components in AST-CMCN are all useful for the
urban flow data imputation problem.

5.4 Visualization and Case study

In STMCNet, the Message Passing module can help capture the
complex spatial-temporal relationships between sensor nodes in the
network. To concretely show the ability of STMCNet, we visualize
the complex spatial-temporal patterns captured by STMCNet in
Figure 10. Figure 10(a) shows the static adjacency matrix of 13
sensor nodes based on geography in Nanjing Garden Expo Park,
which can present the distance (near or far) between arbitrary two
regions. Then, we choose the auxiliary urban flows at the time
2021/6/28 13:55 (t1) and target urban flows at the time 2021/6/28
14:20 (t2), and then visualize the correlations between them. In
Figure 10(b), it is the correlations matrix between 13 nodes at two
timestamps. For example, node 5 at ¢; has high similarity with
nodes 3,4, 5,8 at tp. According to the adjacency matrix of these
nodes in Figure 10(a), one can see that these pairs of regions are
geographically close. Thus, it is reasonable that they have the similar
spatial-temporal patterns.

To further intuitively show the model performance, we visualize
the imputation results with AST-CMCN model and the ground
truth. A case study is visualized in Figure 11, showing the urban
flow imputation in Nanjing Garden Expo Park. Figure 11(a) shows
the imputation of the block missing flows at 2021/6/26 09:25. From
the left figure of Figure 11(a), one can see that urban flows of all

regions are unavailable (value is 0) because of communication errors.

Then, after data imputation with AST-CMCN, the urban flows are
completed as shown in the right figure in Figure 11(a). It shows that
most of the imputed regions are rather accurate. For example, the
impute value of Nantong garden is 10 and the ground truth is 11,
the inferred flow of Zhenjiang garden is 8 and the ground truth is
10. One can see that there are inaccurate values, such as the urban
flow data in Nanjing garden and Lianyungang garden. However, the
imputation results are fairly accurate with small errors. Figure 11(b)
represents the random missing imputation. One can see that urban

flows in Wuxi garden and Suzhou garden are missing randomly.

By SATCNet and STMCNet, we complete these two regions with
relatively accurate values as shown in the right figure of Figure
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Figure 11: Visualization of the AST-CMCN urban flows im-
putation in Nanjing Garden Expo Park. “flows” denotes
urban flow values, and “gt” denotes ground truth. White
blocks denote missing urban flows and green ones are avail-
able value.

11(b). This case study further verifies that our end-to-end AST-
CMCN model can give the accurate complete urban flows for both
random missing and block missing scenarios.

6 CONCLUSION

In this paper, we proposed a generative-free Attention-based Spatial-
Temporal Combine and Mix Completion Network model to com-
plete the missing urban flow data. AST-CMCN addressed three
challenges, which were significant to the urban flow imputation
process, including the effective generative-free model, the two types
of missing data problems and the complex associations between
spatial and temporal properties. In the future, it would be interest-
ing to investigate whether we can design a better deep learning
architecture to further improve the performance of the urban flow
imputation.
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